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ABSTRACT 

One of the main problems in medical sciences is the absence of recognition, detection and prediction of 

different illnesses so that doctors can work in a precise and practical manner. Diabetes is one such illness 

which has affected people nowadays since environmental issues have been disregarded. Diabetes has several 

states, one of which is retinopathy loss of eyesight is one of the most important risks associated with it. 

Microaneurysms are red spots that arise as the primary symptoms in the retina. The most important problem 

is early detection of retinopathy for protecting the patient’s eyesight; this disease has consequences because 

of delays. This research proposes a new approach for recognition and detection of diabetic retinopathy with 

the use of hybrid methods. This is a four-level approach. At the first level, pre-processing is carried out for 

probabilistic noise removal and standardization of input dataset. FCM is then done for image segmentation. In 

the following step are dimension reduction, feature selection, and extraction done by region growing 

algorithms, which feature the edges of blood vessels and the intensity of the edges. In the end, a Bat Algorithm 

is carried out for classification. The results show that the proposed method has better accuracy in comparison 

with others. 
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Introduction 
Today, diabetes is known as one of the non-

avoidable illnesses in the early stages. The most 

dangerous consequence of diabetes is 

retinopathy, which occurs as a result of changes in 

blood vessels. Diabetic retinopathy is a general 

term which has been created for vascular 

problems of a diabetic patient’s retina. It is 

divided into two groups: proliferative and non-

proliferative. 

The first symptom of changes in blood vessels 

in diabetic retinopathy comprises 

microaneurysms, which are little red spots that 

appear on the retina surface. Microaneurysms not 

only cause blindness, but lack of attention to the 

disease and its growth causes new vessels and 

leads to other effects, and finally visual 

impairments. The early detection of 

microaneurysms in retina serves as early-stage 

detection of diabetic retinopathy to prevent and 

treat blindness. So it is necessary to extract blood 

vessels from retina images. This requires the use 
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of algorithms and tools for reducing the user’s 

dependency and eliminating error factors to 

detect microaneurysms on time. 

The most important tools that exist in image 

medical detection are image processing and 

machine vision, which work on the basis of 

machine learning methods. This research uses 

these tools to detect microaneurysms in diabetic 

retinopathy. In the following, some other research 

and methods are examined. A new method is then 

proposed and simulated. In the end, the 

simulation results are presented and compared 

with other methods. 

Literature review 
A lot of methods and techniques have been 

proposed till now for detecting vessels in retina, 

but all of them have their respective advantages 

and disadvantages. Vessel detection methods, 

introduced and compared in (1), are divided into 

four kinds of techniques: model-based methods, 

pixel classification-based methods, vessel 

tracking-based methods, and multi-scalable 

analysis-based methods.  

In model-based methods, a structure 

considered for the extraction of vessels and 

similar patterns comprises image based on them. 

The second order and first order of Gaussian 

models and tracks models have been named 

window-based methods (2). The vessels’ model in 

image is assumed to be a gaussy curve, and the 

vessel’s contrast and foreground are optimized by 

using gaussy model filters (3). Primitive-based 

methods segment the vessels by track extraction 

in image (2). The KNN classification is then used. 

The methods can be placed at pixel classification-

based methods. 

In pixel classification-based methods, a 

supervised classification technique is used for 

assigning vein class and non-vein class. Then the 

feature vector is obtained from the different 

characteristics created, such as the intensity of 

pixels, wavelet transform and morelet wavelet 

transform (4), or steerable wavelet (5). Vessels are 

recognized by changing scale parameters and 

rotation angle using 2D morelet wavelet 

transform (4).  

Tracking for accessing the structure of vessels 

is used in vessels tracking-based methods. The 

first methods of this technique is proposed some 

features, such as curvature, center line, thickness 

and vessel density, are continuous, and each vein 

is composed of a collection of pieces of veins (6). 

Each piece of veins is determined by three 

parameters, which consist of direction, central 

line, and width. The next piece of veins and 

vessels estimated by Kalman filter Bb has these 

three parameters for now piece of veins and all 

the recent piece of veins. Then the estimated real 

position of the vein and vessel is obtained by using 

Gaussian filter.  

Multi-scalable analysis-based methods use 

multi-scalable analysis, which have advantages in 

comparison with other methods: this is the 

detection of vessels in any diameter and stretch. A 

multi-scalable feature extraction method was 

proposed, which used local maxima at gradient 

domain scales and Hessian Tensor curvature 

maxima in a two-level region-growing process (7). 

A hybrid Hessian and Gaussian filter was used (8). 

The extraction of blood vessels was done, based 

on combinational Gabor filters for background 

noise reduction and enhancing the quality of 

blood vessels and then thresholding-based 

dependent pixels matrix (9). Another method used 

supervised learning for blood vessels detection in 

retina images-based neural networks classification 

and extraction (10). An Ant Colony Optimization 

(ACO) was used to recognize and detect vessels 

(11). Another similar research used Ant Colony 

Optimization for feature selection of segmented 

retinopathy images (12).  

Generally, vessel detection algorithms have 

faced some problems like noise, low contrast 

between vessels and image background, variable 

width, intensity and shape of vessels. There are 

some challenges in extraction of vessels, which 

can be difficult for recognition and detection. The 

most important ones are low contrast of 

capillaries, optical disk border, retina image 
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border and pathology spots. An ideal 

segmentation method is the technique for 

resolving these challenges. 

Proposed Method 
The Suggested approach consists of three levels: 

at the first, pre-processing, then image 

segmentation, after that dimension reduction, 

feature selection and extraction, and at the end, 

classification. 

At first, image normalization was done due to 

noise removal, image resizing, and intensity 

correction. Then a method was used for image 

segmentation to segment an image to 

constituent regions or objects. This part made 

use of FCM algorithm. Similar to C-means 

algorithm, in FCM number of clusters   was 

determined beforehand. The target function of 

this algorithm is as Equation [1]. 
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Based on Equation (1),   is a real image bigger 

than 1 which selects 2 for  .    is the  th sample 

and    is representative or  th cluster center.     is 

the  th sample belonging in  th cluster. ||*|| sign 

is the similarity or distance of cluster center which 

can use any function that represent sample 

similarity and cluster sample.  

From     we can define   which has   column 

and   row and its components can choose any 

value between 0 to 1. If all of the matrix 

components of   select between 0 or 1, FCM is 

like C-means. As said, matrix components of   can 

select any value between 0 to 1, but sum of 

components of each columns should be 1 and 

Equation [2] created.  
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Based on Equation [2], each sum of sample 

Belonging to   cluster should be equal to 1. By 

using above mentioned terms and minimizing 

target function, Equations [3] and [4] exists.  
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The overall process of this algorithm to 

segmentation is as below:  

First step: initialization for  ,  , and    to 

guess the clusters.  

Second step: calculating center of clusters (   

calculation). 

Third step: belong matrix calculation form 

calculated clusters in second step. 

Forth step: if ‖       ‖    then 

algorithm end, otherwise back to second step. 

After segmentation, dimension reduction, 

feature selection and extraction based on region 

growing algorithm done. Equation [5] will be used 

for this works as optimized work. 
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According to Equation [5],   
 

                
  

and   
 

             
  represents selected features 

and sum of features which in total defined as 

characteristic value probability ( ) for selected 

and all feature. Dimension reduction will be done 

with this equation, too. There is a thresholding 

value which sets 0.01 as default value. It is 

noteworthy that selected features in this research 

are color and contrast of edges and also 

segmented parts of segmentation process. It is 

obvious that whatever the number of feature is 

less and results obtain better performance in 

comparison to other methods, the performance of 

proposed technique is better.  

After recent processes, Bat algorithm as 

classification will be use. Up-to-date algorithm 

belonging to the family of evolutionary algorithms 

are principally inspired by nature and based on 

population intelligence.  

Bat algorithm belongs to this group of 

algorithms designed by Yang in 2010 and is based 
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on the features of reflection of bat voices which 

used in this research as classification method for 

reducing time execution and optimize evaluation 

results. It this project, we assume that extracted 

features from region growing method are Bats 

and in any sentences when we write Bat, it means 

that extracted features.  

Small bats usually use echolocation for 

detection of prey, avoiding the obstacles, and 

finding shelter to stay during night in darkness. 

Once the sound velocity in the air revolves 

around v=340 m/s, the ultrasound λ wavelength 

with a constant frequency of f which is =v/f, 

ranges between 2-14 mm for a normal frequency 

range, i.e. 25-150 KHz. 

Each bat with a velocity of   
  and position of   

  

in repetition period of t participates in a search 

space or a d-dimensional solution. Among all bats, 

there is a series of    solution, which is the best 

current state. Therefore, the mentioned 

components culminate in development of the [4], 

[5], and [6] for   
  and   

  which try to classify the 

extracted features. 
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where,           is a random vector taken from a 

homogenous distribution. As mentioned 

previously, it is possible to use wavelengths or 

frequencies of implementation, where using fmin=0 

and fmax=0(1), dependent on the range size, the 

intended program is formulated. First, a uniform 

frequency generated between [fmin, fmax] is 

assigned to each bat randomly. For this reason, 

the bat algorithm can be utilized as an algorithm 

for adjustment of frequency to present a balanced 

exploration and exploitation combination. The 

sound volume and pulse propagation rate can 

produce optimal solutions by developing a 

mechanism for automatic controlling and 

targeting within an area.  

In order to provide an effective mechanism for 

controlling the exploration and exploitation and, if 

required, directly converting to the exploitation 

phase, The changes in volume Ai and the 

propagated pulse rate rj during repetitions is 

obtained. Since sound volume of a bat usually 

declines once, a bat tries to find a prey that are 

retinopathy in image, whereas when the pulse 

propagation rate grows, the sound volume can be 

considered between Amin and Amax with the 

assumption of Amin=0 as any value this is simpler. 

This means that a bat only finds the prey and has 

stopped the sound propagation temporarily. With 

these assumptions, we have [9]. 
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where γ and α are the constants. Indeed, α bears a 

close resemblance to the cooling criterion in the 

simulated cooling algorithm. For each 0<α<1 and 

0>γ [10] exists.  
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In the simplest form, one can consider α=γ and 

use the α=γ=0.9 up to 0.98 in the simulations. In 

order to improve the variety among the possible 

solutions, a solution is selected from among the 

best solutions. Then, a new solution for every bat 

that has accepted the condition of random 

motion> ri, will follow [11]. 

 

                                                          [11] 

 

where      is the mean sound volume of all bats 

at the time of t and            is the attempt for 

straitening and the random motion power. For 

each algorithm repetition, the sound volume    

and pulse propagation rate of    are upgraded in 

the form of [12] and [13]. 

 
                                                           [12] 
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Each bat position in the search space deals 

with the encoding of a set of features that shows. 

Therefore, for each of them, the bat is trained in 
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   and evaluated in    for the fitting value of each 

bat. Note that the set of training and evaluation in 

bats might be variable once each of them encode 

a set of features. First, the initial population of 

bats is considered. Next, the position of bats is 

specified with the value of the random selection 

that examines whether the feature has been 

selected or not. Thereafter, the new set of training 

and evaluation is initiated with the selected 

features, followed by upgrading of the fitting 

value for each bat. In addition, the volume    and 

pulse propagation rate of    is upgraded provided 

that the new solution is accepted. The maximum 

output of the function is considered as an index 

and the bat fitting value results in the 

maximization of the fitting function. The position 

and rate should be upgraded, where it is carried 

out given the maximum value obtained for the 

fitting function for each bat. 

By proposing these methods, classification of 

retinopathy images will be done as optimized one. 

This approach simulated to show the results and 

compared with some recent methods. 

Discussion and Results 
This research uses the DIARETDB dataset, and one 

image is considered the input. After that, pre-

processing because of noise removal and 

reduction and conversion to grayscale are done. 

Then, an image segmentation based on FCM 

algorithm is done; after that, region growing is 

applied for feature extraction. At the end, a Bat 

algorithm is carried out for the classification and 

determination of the position of retinopathy. This 

proposed method is shown in Figure 1 from left to 

right. 

 

 
Fig. 1. Results of proposed methods 

 

In this approach, some evaluation methods 

used such as Mean Square Error (MSR), Peak 

Signal-to-Noise Ratio (PSNR), Signal-to-noise Ratio 

(SNR), Accuracy, Sensitivity, Specificity and 

process duration. Table 1 represents the obtained 

results of each evaluation factor.  
 

Table 1. Evaluation results 

MSE 0.1253 

PSNR (dB) 13.1818 

SNR (dB) 34.9490 

Accuracy (%) 98.2471 

Sensitivity (%) 84.0000 

Specificity (%) 88.9655 

Process Duration (Sec) 2.4787 
 

Now, 7 images used for applying proposed 

methods and sum of their evaluation is as Table 2.  

Table 2. Evaluation results of 7 images 

MSE 0.0189 

PSNR (dB) 13.0871 

SNR (dB) 34.5631 

Accuracy (%) 98.1745 

Sensitivity (%) 86.3210 

Specificity (%) 88.8236 

Process Duration (Sec) 2.3598 

 

This proposed method compared with some 

others as accuracy, specificity and sensitivity 

evaluation factor.  

Obtained results of comparison to other 

methods represent that accuracy of proposed 

method is better than others, but specificity and 

sensitivity is still need to work to improve.  
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Table 3. Proposed method in comparison of others 

Research Accuracy 

(%) 
Specificity 

(%) 

Sensitivity 

(%) 
Siddalingaswamy P, C, 

Gopalakrishna Prabhu 

K. (9) 
95.41 96.00 86.47 

Joes Staal et al. (2) 94.07 - - 
Diego Marín et al. (10) 95.26 98.19 69.44 

Proposed method 98.1745 88.8236 86.3210 

Conclusion  
Diabetic retinopathy, which is known as an 

important disease in today’s world, can cause 

blindness. So, the necessity of its recognition, 

prediction and detection is clear. Microaneurysms 

are the primary symptoms of this disease, which 

occur in the retina. An important aspect in this 

field is early-stage detection of retinopathy for 

protecting the eyesight. This research proposes a 

hybrid method for the detection of diabetic 

retinopathy. The proposed approach comprises 

four levels: pre-processing for noise removal and 

reduction and also standardization of image 

dataset, segmentation based on FCM algorithm, 

region growing for dimension reduction, feature 

selection and extraction, and, in the end, a 

classification based on the Bat algorithm. The 

results showed that the proposed method 

possesses a better accuracy mean (98.1745%) in 

comparison with similar techniques.  
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